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The publication of meta-analyses has grown exponentially over the past 20 years. 
Well-designed and reported meta-analyses to provide valuable information to clinicians 
and policymakers. However, researchers face several hurdles in the process of conducting 
meta-analyses. The analysis process is one of these obstacles, particularly when the 
included studies report their outcomes using different outcome measures. This study 
aims to provide authors and researchers with a guide that can help them overcome the 
struggle of incorporating different outcome measures into the analysis. This article also 
intends to serve as an author’s guide to the key methods used to convert effect measures, 
the assumptions required for that, and the hierarchy for using these methods. 

INTRODUCTION 

A meta-analysis is simply a review article that is performed 
according to predefined steps and synthesizes its results 
quantitatively.1 The publication of meta-analyses has 
gained a huge interest among researchers, especially in 
medicine. When the term “meta-analysis” was searched on 
PubMed between 1966 and 2000, only 9,876 results were 
retrieved, compared to 256,072 results between 2000 and 
2022. This implies that over the past 20 years, “meta-analy-
sis” has been mentioned more than 25 times more fre-
quently. A meta-analysis is a robust study design that uses 
evidence from published and unpublished studies to esti-
mate the pooled effects of interventions on clinical out-
comes. All meta-analyses require solid methods of system-
atic reviews, as any meta-analysis must be preceded by a 
systematic review.1 Therefore, conducting a meta-analysis 
requires careful planning and design and includes protocol 
writing, research question development, systematic search, 
study selection, data extraction, quality of evidence assess-
ment, data synthesis and analysis, and manuscript writing.2 

The Cochrane collaboration always develops a protocol be-
fore conducting a study.2 In addition, several journals re-
quire protocols to be registered in registries such as PROS-
PERO, but these registries only allow registration before 
data collection is completed (https://www.crd.york.ac.uk/
prospero/). 
Systematic reviews and meta-analyses are a crucial part 

of the literature as they guide researchers and policymakers 
about the direction of the impact of interventions, the po-
tential harms associated with those interventions, and the 
magnitude of those potential harms and effects. Hence, 
they are important in establishing complex statements and 
clinical practice guidelines.2 

The problem for most researchers in conducting meta-
analysis stems from the fact that it requires advanced skills 

in data analysis. Although it might be simple when studies 
similarly report measures of effect, it can be very compli-
cated when different studies report their outcomes using 
other measures of impact. Handling data and converting 
it to a unified effect measure poses a significant challenge 
for researchers, as it needs a good knowledge of conversion 
equations and assumptions. This review aims to provide a 
concise summary of the approaches to data unification so 
that it can be analyzed using the software. 

CONTINUOUS OUTCOMES 

Continuous data are usually reported as a mean and stan-
dard deviation or as a median associated with a range or 
interquartile range (IQR). First, it is essential to note that 
the mean alone, or median alone, without any measure of 
data dispersion, is incompatible with the pooled analysis. 
Second, the effect measures of the meta-analysis for con-
tinuous outcomes are mean difference, weighted mean dif-
ference, and standardized mean difference. Analysis soft-
ware converts the means and standard deviations into these 
effect measures. Therefore, the researcher should convert 
all effect measures reported by included studies into means 
and standard deviations. 
Let us assume that mean=x, median=m, higher end of 

range=b, lower end of range=a, range=r, quartile=q, and 
sample size=n. If the data from a survey are normally dis-
tributed, the mean equals the median, which is the major 
equation used to convert the mean to the median. So, the 
researchers can use this equation whenever they find ev-
idence of data normality in the included study. Another 
method was described by Hozo et al. for studies with a sam-
ple size of less than 25, which is the mean equals (a + b 
+ m*2) divided by 4.3 However, Hozo emphasized that the 
best mean estimate is the median when the sample size 
is greater than 25, and the data are normally distributed. 
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Table 1. Summary of Methods Used for Continuous Outcomes.        

Continuous Outcomes 

Author Input Output Equation 

Hozo et al Median Mean X=m 

Hozo et al Median and Range Mean (a + b + m*2)/4 

Wan et al Median and IQR Mean X= (Q1+Q3+m)/3 

Luo et al Median, Sample size and 
Range 

Mean X=(4/4+n^0.75)*(a+b /2) + (n^0.75/
4+n^0.75)*m 

Luo et al Median, Sample size and 
IQR 

Mean X=(0.7+0.39/n)*(q1+q3/2)+(0.3-0.39/n)*m 

Hozo et al Range Standard 
Deviation 

STDV=r/4 

Hozo et al Range and Median Standard 
Deviation 

STDV=((((a-2*m+b)^2)/4)+(r^2)/12)) 

Cochrane 
Collaboration 

IQR Standard 
Deviation 

STDV=IQR/1.35 

Wan et al IQR Standard 
Deviation 

STDV=IQR/2*inverse 
((0.75*n-0.125)/(n+0.25)) 

mean=x, median=m, IQR: Interquartile range, higher end of range=b, lower end of range=a, range=r, quartile=q and sample size=n. 

The equation described by Wan et al. is another method 
if the study provides only the IQR, median, and sample.4 

Wan reported that the mean equals Q1+Q3+m divided by 
3. Several drawbacks were reported in the literature on the 
Hozo et al. and Wan et al. methods, including low accu-
racy in estimating the sample variance and insufficient use 
of the information about the sample size.3 In addition, Luo 
et al. proposed a method of conversion to improve the es-
timation, as opposed to Hozo’s and Wan’s methods.5 The 
method’s equation was X=(4/4+n^0.75)*(a+b /2) +(n^0.75/
4+n^0.75)*m. On the other hand, if the included study re-
ported the IQR instead of the range, the following equation 
could be used X=(0.7+0.39/n)*(q1+q3/2)+(0.3-0.39/n)*m.5 

Table 1  summarizes the methods used for converting the 
median to the mean. 
Regarding standard deviation, Hozo et al. described that 

standard deviation equals range divided by four if the data 
were normally distributed.3 Yet, if the sample size of the 
included study was less than 15, the standard deviation 
equals the square root of ((((a-2*m+b)^2)/4)+(r^2)/12)).3 

Moreover, Wan et al. described a method in case only the 
IQR was provided by the included study (IQR/2*inverse 
((0.75*n-0.125)/(n+0.25))).4 The Cochrane collaboration 
also reported a method for converting IQR to standard de-
viation, proposing that standard deviation equals IQR di-
vided by 1.35.6 Table 1  summarizes the methods used for 
converting measures of dispersion. 

BINARY OUTCOMES 

Most analysis software pool data for binary variables using 
multiple effect measures, including odds ratio (OR), rela-
tive risk (RR), and hazard ratio, and their related 95% Con-
fidence Intervals (95%CI). As a result, researchers should 
convert all the data from the included studies to one of 
these effect measures. 

Multiple methods can be used for this aim, depending on 
the scenario. First, if data were raw and only the number of 
events for each exposure group is reported, RR or OR and 
their 95% confidence intervals can be used. Several online 
websites calculate these measures easily using the classical 
Altman et al. equation and the assumption for adding 0.5 if 
any zeros were encountered in any group.7‑9 Although us-
ing the events to calculate OR or RR is an option, this has 
some limitations. These include the unavailability of the 
raw data in the included studies and that calculating an ef-
fect measure based on the number of events yields a crude 
effect measure that is not adjusted to any confounding vari-
ables. Therefore, researchers should be careful when distin-
guishing between the adjusted effect measure taken from 
the study and the calculated effect measure, which is a 
crude measure. A summary of methods used for binary out-
comes is provided in Table 2 .  
Furthermore, to overcome these limitations, several as-

sumptions were made to convert RR to OR and vice versa. 
The simplest way is RR=OR when the disease prevalence is 
rare (less than 10%).10‑12 However, when the disease preva-
lence is high OR overestimates the RR, nevertheless, many 
equations can be used instead when the disease prevalence 
is large. These equations depend primarily on the control 
event rate. Sinclair et al. described that RR=OR/(1+control 
event rate)*(OR-1).13,14 Another equation was described 
by Zhang et al. and Yu et al. as they stated that OR/
RR=(OR-1)*(Probability of disease+1).15,16 However, al-
though there is no other way to convert OR to RR or vice 
versa, many authors criticize these equations. They claim 
that they overestimate effect measures and narrow the con-
fidence interval.17,18 Another option is to either access the 
original data and perform regression analysis or simply uti-
lize events to calculate the crude effect measure, which 
could be confounded by many other variables. Conse-
quently, researchers can continue to use these equations if 
they are aware and cautious with their interpretation. 
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Table 2. Summary of Methods Used for Binary Outcomes.        

Binary Outcomes 

Author Input Output Equation 

Egger et al RR OR RR=OR 

Sinclair et al RR OR RR=OR/(1+control event rate)*(OR-1) 

Zhang et al and Yu et al RR OR OR/RR=(OR-1)*(Probability of disease+1) 

RR: Relative Risk and OR: Odds Ratio. 

When converting hazard ratios to other effect measures, 
it is essential to highlight that the hazard ratio is a measure 
of the speed of events while OR is the probability of an 
event occurring without taking hazards into considera-
tion.19,20 So, researchers have one of two solutions, cal-
culating the OR or RR using the frequency of events by 
creating a 2*2 contingency table or calculating the hazard 
ratio from all the included studies. The latter requires the 
included studies to report the observed and the expected 
number of events in each group. Tierney et al. demon-
strated detailed guidance on how to calculate hazard ratios 
if the aforementioned data were reported by the included 
studies.21 

DISCUSSION 

So far, we have presented how to process the data extracted 
from the included studies, as well as summarized the as-
sumptions and equations for converting effect measures in 
order to help researchers easily address the dilemma of ar-
ticles reporting different effect measures. These conversion 
methods can be used in observational and interventional 
studies. 
Now, the main issue lies in the hierarchy of these meth-

ods to be used. The direct methods of calculating the effect 
measures using a 2*2 contingency table are preferred as 
they do not require any assumptions. This can be followed 
by the conversion equations if the number of events is not 
mentioned or if we need to obtain an adjusted effect mea-
sure. Of the equations mentioned for continuous variables, 
the one reported by Lou et al. is considered the most ac-
curate.5 As for binary outcomes, there are no studies com-
paring the above equations; thus, using any is considered a 
relatively valid method for the analysis. 

Although conversion methods are reliable, their use may 
introduce problems in analysis. For example, some studies 
may not have reported the data required for the use of con-
version equations. This results in the exclusion of some 
studies from the analysis, which leads to publication bias or 
selective outcome reporting bias. 
In conclusion, researchers may encounter difficulties 

due to variations in the reporting of effect measures among 
the papers included in meta-analyses. Several methods are 
available to researchers to convert effect measures into a 
consistent format that allows pooling them in the analysis. 
Even though direct approaches are always preferred, con-
version equations are employed when there is no available 
data to apply them in order to avoid the studies’ exclusion 
from the analysis. 
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