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Abstract
Large language model (LLM) tools are trans-
forming the way evidence is retrieved by con-
verting natural language prompts into quick,
synthesized outputs. These platforms signif-
icantly reduce the time required for litera-
ture searches, making them more accessible
to users unfamiliar with formal search strate-
gies. A close evaluation of four prominent
platforms—Undermind.ai, Scite.ai, Consen-
sus.app, and OpenEvidence—highlights both
notable advantages and ongoing limitations.
Undermind and Consensus utilize the exten-
sive Semantic Scholar database of over 200
million records, Scite enhances results with
“Smart Citations” that indicate supportive or
opposing references, and OpenEvidence ap-
plies a medically-focused LLM trained on li-
censed sources, including the complete NEJM
archive. Despite their benefits, key limita-
tions persist: opaque algorithms, inconsis-
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tent responses to identical queries, paywalls
or sign-up barriers, and incomplete recall that
may compromise systematic reviews. To
support critical appraisal, we outline essen-
tial information-retrieval metrics—including
recall, precision, F1-score, mean average pre-
cision, and specificity—and provide open-
source code. Until validated, transparent eval-
uations demonstrate consistently high recall,
these tools should be viewed as rapid, first-
pass aids rather than replacements for struc-
tured database searches required by PRISMA-
compliant methodologies.

Introduction
Literature review is the process of extracting
relevant articles on a certain topic. These ar-
ticles are stored within specialized literature
databases (e.g., PubMed), which store these
articles in the process of “Indexing”.(1) In-
dexing is simply storing newly published arti-
cles in an organized way, so that prospective
researchers can access them through query-
ing these databases.(2) Developing a research
query to retrieve specific articles on a topic
from a literature database is the key skill in
literature review, which requires knowledge
and skills to perform. With the evolution of
Large Language Models (LLM), several ser-
vices emerged that facilitate literature review,
one of the essential tasks in healthcare and
medical research. The main advantage of such
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services is their ability to take any user in-
put in natural language without the need for
an organized search query that each litera-
ture database requires.(3) Such an advantage
would provide people with little knowledge
about literature review databases and their re-
quirements a way to extract evidence for a
topic. However, they still have several disad-
vantages, including the inconsistency of LLM-
generated responses, which might lead to dif-
ferent responses for each trial, unlike search-
ing a literature database directly with a query,
which will result in the same output each time.
More importantly, and especially when per-
forming a systematic review, LLM-powered
literature search services may fail in providing
all existing literature on a topic in a systematic
way with a well-documented approach, which
is required in a systematic review. In this arti-
cle, we will few examples of existing LLM-
powered literature review services and how
prospective researchers can evaluate their ac-
curacy in literature review in the medical field.

Currently available AI and
LLM powered Literature ser-
vices

Undermind
Undermind.ai was founded in 2023 as an ”AI
assistant that condenses weeks of research
into minutes” (4). The platform positions
itself assisting experts with complex schol-
arly inquiries. To accomplish this, Under-
mind queries Semantic Scholar corpus, which
offers significantly broader cross-disciplinary
coverage compared to specialized databases
like PubMed alone. (5)(6) Using an embed-
ded large language model, Undermind first in-
terviews users to clarify their research ques-
tions. It then conducts iterative semantic and
citation-driven searches, classifies retrieved
papers by relevance, and emails users a de-
tailed report within 5 to 8 minutes. This re-
port assesses search completeness, ranks pa-
pers based on ”topic-match” scores, visual-

izes their citation networks, and can gener-
ate an evidence-based narrative upon request
(7). The main limitation in the platform is
the lack of systematic search, as well as poor
methodological reporting on how the articles
were retrieved. It has a rapid turnaround time
of around 8 minutes and non-transparent, non-
reproducible search methodology limit its ap-
plicability for point-of-care queries or formal
systematic reviews.(7). Undermind operates
a freemium model, limiting free users to five
abstract-level searches per month, restricted to
analyzing abstracts and metadata. (8)

Scite.ai

Scite.ai is an advanced literature discovery and
evaluation platform that employs artificial in-
telligence to facilitate researchers in finding,
analyzing, and comprehending scientific pub-
lications. The platform integrates LLMs into a
user-friendly research assistant capable of re-
sponding to natural-language queries with di-
rectly cited evidence from literature sources.
(9)A distinctive feature of Scite.ai is ”Smart
Citations,” which extend beyond traditional ci-
tation metrics by providing context regard-
ing the intent behind citations—whether they
support, contrast, or merely mention previous
work. The Scite.ai corpus encompasses ar-
ticles, book chapters, preprints, and datasets.
(10)Its AI-powered Research Assistant can
automatically extract structured data such as
PICO (Population, Intervention, Comparison,
Outcome) terms or lists of biomarkers when
set to Table Mode. (11) Additionally, Scite.ai
offers innovative tools such as visual citation
maps, customizable dashboards, real-time ci-
tation alerts, and a Reference Check feature
that examines manuscript drafts for retracted
or heavily contested sources. The platform
suffers from several limitations, including a
lack of systematic search, poor methodolog-
ical reporting on how the articles were re-
trieved, other than its citation retrieval capa-
bilities. Retrieving non-peer-reviewed content
might limit its use for scientific articles (12).
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Consensus.app

Consensus.app is a researcher-oriented
platform combining large-scale academic
searches with LLM-driven synthesis.
Launched in 2022, Consensus accesses
papers from Semantic Scholar, employing
keyword and vector retrieval enhanced by
a proprietary scoring algorithm prioritizing
recency, citation impact, and study design.
Utilizing LLM, Consensus generates con-
cise key takeaways and summaries from
top-ranked search results. (13) Notable
workflow tools include the Consensus Meter,
which quantitatively categorizes the first 20
search results for yes-or-no queries; Study
Snapshots that detail population, sample
size, methods, and outcomes; and the Pro
Analysis (Copilot) for citation-linked follow-
up insights. Additional features such as
advanced filtering (study design, sample size,
publication year, access status) and export ca-
pabilities (CSV/RIS, auto-citations) enhance
the transparency and efficiency of literature
reviews.(14) A subscription-based platform,
which also suffer from similar limitations as
with other ones . (15)

OpenEvidence

OpenEvidence is a specialized AI-driven med-
ical information platform designed to help
healthcare professionals stay current with
evidence-based literature. (16) The platform
aims to organize and expand global medi-
cal knowledge, mitigating information over-
load for clinicians. (17) OpenEvidence oper-
ates as an AI-powered medical literature co-
pilot, leveraging a specialized LLM trained
exclusively on medical content. Research
by OpenEvidence has demonstrated that these
clinical-specific models significantly outper-
form general-purpose LLMs in medical con-
texts. (18)

OpenEvidence curates information from
reputable medical sources rather than general
web content. Its comprehensive database cov-
ers the extensive history of medical publica-

tions, supported by partnerships with premier
medical publishers. (19). As with the other
examples, it lacks the methodological clarity
on how it retrieved the literature.

Evaluating the Accuracy of
Literature Review Service

Several metrics can be used to evaluate the
accuracy of a literature review done on a
topic, regardless of how it was done (20). The
key is to check how many relevant articles
were retrieved, how many were missed, and
how many irrelevant articles were retrieved.
After that, several metrics can be calculated
accordingly. The most commonly used
metrics are: • Recall (most important): The
proportion of relevant documents retrieved
out of all relevant documents available (true
positives / (true positives + false negatives)).
• Precision: The proportion of retrieved
documents that are relevant (true positives /
(true positives + false positives)). • F1 Score:
The harmonic means of precision and recall,
useful for balancing the two when one metric
alone isn’t enough. • Mean Average Precision
(MAP): Useful if your system ranks results,
as it considers the order of relevance across
multiple queries. • Specificity: Measures how
well the system avoids irrelevant results (true
negatives / (true negatives + false positives)),
though this is less common in retrieval sys-
tems. We developed well-structured codes
that can be used to calculate these metrics
(Supplementary material). Datasets that
can be used to assess these metrics can be
obtained through a recently published high
quality systematic review, taking into account
the need to have the dataset for an up-to-date
article. Alternatively, there are several estab-
lished datasets like TREC Precision Medicine
(https://trec.nist.gov/data/precmed.html) or
BioASQ (https://www.bioasq.org/about),
which provide pre-annotated query-result
pairs for medical retrieval tasks. (21,22)

High Yield Medical Reviews 3



Artificial Intelligence and Large Language Model Powered Literature Review Services

Conclusion
AI-driven platforms provide a promise of
compressing hours of manual searching into
minutes, democratizing access to evidence.
They generally utilize LLMs. However, un-
til transparent, reproducible search logs and
consistently high recall are guaranteed, re-
searchers should treat LLM-based outputs as
a helpful first pass, followed by conventional
database searches to ensure completeness and
compliance with PRISMA guidelines.
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