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Introduction: Breast cancer remains a significant global health challenge, necessitating 
advancements in screening and diagnostic methods for its early detection and treatment. 
This review explores the role of open-access mammography databases in facilitating 
research and development in the field of breast cancer detection, particularly through the 
integration of artificial intelligence techniques, such as machine learning and deep 
learning. 
Methods: We conducted a comprehensive literature search to identify open-access 
databases related to mammography. For each database, we collected descriptive data 
including the number of images, types of lesions, and associated clinical metadata. 
Results: A total of six databases were identified, including the Digital Database for 
Screening Mammography (DDSM), Curated Breast Imaging Subset of DDSM 
(CBIS-DDSM), Mini-DDSM, INbreast, Mammographic Image Analysis Society Dataset 
(MIAS), and China Mammography and Mastopathy Dataset (CMMD). A narrative 
synthesis of each database was pursued, and analyzed in terms of its composition, 
features, limitations, and contributions to breast cancer research. In addition, we 
highlight the importance of open-access databases in enabling collaborative research, 
improving algorithm development, and enhancing the accuracy and efficiency of breast 
cancer detection methods and computer-aided diagnosis. 
Conclusion: This review highlights the significance of open-access mammography 
databases in the advancement of computer-aided diagnosis of breast cancer. By providing 
access to large and diverse datasets, these databases play a crucial role in accelerating 
research progress, fostering innovation, and ultimately improving outcomes in patients 
with breast cancer. 

INTRODUCTION 

Breast cancer (BC) is a formidable health challenge, and 
its prevalence and incidence make it the most widespread 
cancer among females globally.1,2 Despite great improve-
ments in diagnosis, screening, and therapeutic approaches, 
the incidence of breast cancer continues to rise, accounting 
for 36% of tumor cases, and is the fifth leading cause of 
cancer-related deaths worldwide.1,2 Therefore, it is crucial 
to improve breast cancer screening programs and improve 
early detection, diagnosis, and treatment to reduce its ag-
gressiveness and hinder its widespread.2 In the early 1900s, 
the diagnosis of BC was mainly clinical, with consequent 
delayed diagnosis and poor prognosis. The development 
of non-invasive BC diagnostic techniques in recent years 
has been impressive, with mammography being the most 
widely used imaging modality. Mammography best detect 
lesions in women aged 50 and older, with average sensitiv-
ity and accuracy of 85%. If a suspicious lesion is found, fur-
ther imaging modalities are indicated and with last confir-
matory step being biopsy.2 The increase in BC prevalence 
and incidence is attributed to increased organized efforts 

in breast cancer screening programs, with a consequently 
more favorable prognosis and a great reduction in mor-
tality-related breast cancers.3,4 Diversity in breast density 
has led to fluctuations in the accuracy of mammography 
screening programs and has made human contributions in 
classifying breast lesions susceptible to human errors. 
Therefore, the development of new techniques to improve 
breast lesion detection and classification is essential, such 
as contrast-enhanced mammography (CEM), artificial intel-
ligence (AI), and radiomics, which show promise for earlier 
detection.3 

Machine learning (ML) and deep learning (DL) are sub-
sets of artificial intelligence (AI) that have shown immense 
potential in the field of medicine. Harnessing AI can help in 
diagnosis, disease detection, treatment selection, and pa-
tient monitoring, and enable more accurate and efficient 
health delivery, leading to improved affordability and qual-
ity of care.5 AI requires huge datasets to be trained on, 
which makes medicine a great option, given the large pa-
tient databases of various file types: texts, audio, images, 
tables, and videos. A Convolutional Neural Network (CNN) 
is a class of artificial neural networks and a subclass of DL, 

Jaradat JH, Amro R, Hamamreh R, Musleh A, Abdelgalil MS. From Data to Diagnosis:
Narrative Review of Open-Access Mammography Databases for Breast Cancer
Detection. High Yield Medical Reviews. Published online June 1, 2024.
doi:10.59707/hymrPFNZ8344

https://orcid.org/0000-0002-6488-4664
https://orcid.org/0000-0002-1575-2550
https://orcid.org/0000-0002-2443-6808
https://orcid.org/0009-0009-9211-1616
https://orcid.org/0000-0002-7325-0129
https://doi.org/10.59707/hymrPFNZ8344
https://doi.org/10.59707/hymrPFNZ8344


which master processing data that has a grid pattern, such 
as images designed to automatically and adaptively learn 
spatial hierarchies of features.6 However, owing to their 
vast capability, it is essential to address two main chal-
lenges faced by CNN: small datasets and overfitting.6 In 
this review, we address one of the main challenges of the 
CNN algorithm and highlight the immediate open-access 
datasets (no registration required ) for mammography, thus 
enhancing and encouraging the integration of AI in medi-
cine to improve patient care quality. Our research focused 
on analyzing open-access mammography databases, specif-
ically determining the available datasets, and providing a 
descriptive analysis of these datasets. 

Open-Access Databases (OAD) are a crucial data source 
for either model development or testing. Even when models 
are initially trained on private datasets, open databases 
serve as additional validation sources. OAD may be more 
trustworthy, and their results are more reliable than private 
datasets because public databases are created and made 
available to everyone; therefore, they are less susceptible to 
researchers’ bias. The global shift towards full and imme-
diate Open Access in academic publishing is gaining trac-
tion despite initial challenges and resistance. This shift not 
only maintains comparable performance, but also enhances 
accuracy, particularly in specific demographic groups. Full 
and immediate Open Access is gaining momentum across 
most developed countries despite some difficulties and re-
sistance in the process of moving away from traditional 
subscription publishing.7 Over the past decade, the number 
of well-cited open-access articles by numerous non-English 
researchers, supported by international grants for advanced 
fields of science, has multiplied.8 

DIGITAL DATABASE FOR SCREENING 
MAMMOGRAPHY 

The Digital Database for Screening Mammography (DDSM) 
is a comprehensive collection of digital mammograms and 
associated data that has been widely used for research and 
development of computer-aided detection and diagnostic 
techniques in the field of breast cancer.9 It contains thou-
sands of mammographic images along with detailed clinical 
information for each image. 

DDSM was first developed as a collaborative effort 
among several research institutions, namely the University 
of Florida, Massachusetts General Hospital, and Sandia Na-
tional Laboratories in the late 1990s. Since then, it has 
been continuously updated and expanded, and has become 
a widely used database. The images in the database were 
derived from various institutions. The aim was to make 
standardized and publicly available dataset for researchers 
and developers in the field of breast cancer imaging.9 

The database consists of 2620 cases, with each case be-
ing a collection of images and information corresponding 
to one mammogram examination session (Table 1). The 
cases were categorized as normal cases where no further 
workup was required, cancer cases where a minimum of 
one pathology-proven cancer was found, benign cases, sus-
picious findings, were later determined as non-malignant 

by biopsy or ultrasound, or benign without callback cases, 
which are benign cases that did not have any additional 
films or biopsies taken. The distribution of the cases is as 
follows: 695 normal, 914 cancer, 870 benign, and 141 be-
nign without callbacks.9 

Despite the benefits of the DDSM database, challenges 
emerges as researchers use it due to its large size, prompt-
ing the development of subsets of the database aimed at 
improving and curating it to be more useful. These subsets 
include the Curated Breast Imaging Subset of DDSM (CBIS-
DDSM) released by Lee et al.10 and the Mini-DDSM released 
by Lekamlage et al.11 

THE CURATED BREAST IMAGING SUBSET OF 
DDSM (CBIS-DDSM) 

Many researchers and developers have chosen DDSM data-
base owing to the well-documentation. Due to the large 
size of the database and the limited region of interest (ROI) 
annotations in the old version, this prompt CBIS-DDSM 
creators to form this as a subset of the DDSM addressing 
and resolving the issues with the previous database. More-
over, they curate the database, double check the mammo-
graphs’ report by two separate mammographer, changed 
the image attribute to the Digital Imaging and Communi-
cations in Medicine (DICOM) format which is the standard 
format for medical imaging, updated the ROI masks, and 
ensured precise delineation of masses from the surround-
ing tissues.10,12 

In the process of updating the DDSM, the images under-
went decompression and they were processed, with some 
cropped to emphasize abnormalities and the region around 
the ROI.10 Consequently, among the 9671 images labeled 
with an image description in the CBIS-DDSM, 36.9% were 
cropped images, 33.6% were ROI mask images, and 29.5% 
were full mammogram images (Table 1). 

The CBIS-DDSM database encompasses 10,239 images. 
The percentage distribution of laterality (left or right 
breast), view (craniocaudal (CC) or mediolateral oblique 
(MLO)), and abnormality type (mass or calcification) are 
presented in supplementary tables 2 & 3. 

It is categorized into two types of abnormalities: calci-
fications and masses. Each abnormality category included 
both testing and training sets. With 1566 unique patients 
and 3,069 unique images, a single mammogram image for 
a patient may contain no findings, one finding, or multiple 
findings.13 Consequently, among the 1566 patients, 1872 
had calcifications and 1696 had mass findings. 

The training and testing sets in CBIS-DDSM provide var-
ious types of information for each image, including the 
density category according to the American College of Ra-
diology (ACR) standards, laterality, view (CC or MLO), num-
ber of abnormalities for the image, mass shape and margin 
(when applicable), calcification type and distribution (when 
applicable), Breast Imaging Reporting and Data Systems 
(BI-RADS) assessment, pathology status, and subtlety rat-
ing: radiologists’ rating of difficulty in viewing the abnor-
mality in the image (Supplementary table 4). BI-RADS 
score is as follows: 0 for incomplete examinations, 1 indi-
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cating no abnormalities, 2 as benign, 3 as probably benign, 
4 as suspicious, 5 as highly indicative of malignancy, and 6 
as confirmed cancer through biopsy.14 

The CBIS-DDSM dataset has been used in multiple stud-
ies, with some studies using the entirety of the dataset15,
16 and others using only mass findings17 or calcifications.18 

The studies involving CBIS-DDSM mainly focus on training 
machine learning algorithms on mammogram segmenta-
tion and detection of abnormalities,19 with the most used 
algorithm being CNN.10,20 However, the downsizing of CBIS 
from the original DDSM dataset led researchers to combine 
it with other datasets.20,21 The dataset has proven to be 
helpful for many researchers because of its large size, well 
documentation and high-resolution images. 

MINI-DDSM 

A group of researchers from Sweden aimed to develop a 
tool for age estimation using mammography, such as the 
way X-ray images of the hand22 or teeth23 are used to esti-
mate a patient’s age. Throughout the development process, 
they encountered challenges owing to the scarcity of freely 
available public mammography datasets that included the 
age attribute for each mammogram image. At the time of 
the development of Mini-DDSM, the DDSM database was 
the sole dataset with attached age information. However, 
images in the DDSM database were compressed using loss-
less JPEG encoding generated by an outdated software. 
Even though CBIS-DDSM served as an alternative host with 
a superior image format, the images in CBIS-DDSM lacked 
the age attribute.11 

This limitation led researchers to the only viable option 
of down-sampling images from DDSM, and this process re-
sulted in the creation of what they termed the Mini-DDSM, 
which consisted of a total of 9684 images (Supplementary 
table 1). The pathological status of the mini-DDSM im-
ages was classified into 2728 (28.2%) normal images, 3360 
(34.7%) benign images, and 3596 (37.1%) cancer images.11 

The publicly available Excel sheet containing informa-
tion attributed to the images in the dataset provided details 
for only 7808 images. These images exhibited a more bal-
anced distribution in terms of status, with 31%, 34%, and 
35% for normal, benign, and malignant cases, respectively. 
Images were evenly divided between the left and right sides 
and between CC and MLO views (Supplementary tables 2 & 
3). 

The Mini-DDSM dataset is not as extensively utilized in 
published studies as the CBIS-DDSM.24‑26 This discrepancy 
can be attributed to the fact that CBIS-DDSM encompasses 
a more diverse range of information for each mammogram 
image as the Mini-DDSM doesn’t contain information like 
the abnormality type, BI-RADS assessment, subtlety score, 
mass shape and margin, and calcification type and distrib-
ution (Supplementary table 4). 

The INbreast dataset is a public database obtained from 
the Breast Center in Centro Hospitalar de Sao Joao (CHSJ), 
Porto.27 The image resolution varies between 3328 × 4084 
and 2560 × 3328 pixels depending on the compression plate 

used, which was determined by the patient’s breast size 
during acquisition.27 

The images were stored in DICOM format.13,27 Notably, 
these images displayed unique intensity profiles that were 
distinct from the digitized film mammograms in the CBIS-
DDSM dataset.14 In the INbreast dataset, the intensity pro-
files reflect the characteristics of digital imaging technol-
ogy. Digital mammography produces images through 
electronic detectors that convert X-ray photons into elec-
trical signals, resulting in a different intensity profile com-
pared with traditional film-based mammography.27 

On the other hand, the CBIS-DDSM dataset contains dig-
itized film mammograms, which were originally captured 
on traditional X-ray film and later digitized for research 
purposes.14 Therefore, the disparity in intensity profiles be-
tween the two datasets arises from the underlying differ-
ences in the imaging technologies (digital vs. film) and im-
age acquisition methods. This disparity creates a valuable 
opportunity to assess the performance of a comprehensive 
image classifier when applied across diverse mammography 
platforms.14 

A total of 115 cases were compiled for the INbreast 
dataset, with 90 cases featuring two images (MLO and CC) 
for each breast (Table 1). The remaining 25 cases were from 
women who underwent mastectomy, and two views of only 
one breast were included, resulting in 410 images.27 No-
tably, among the 90 cases with two images per breast, eight 
cases included images acquired at different times, indicat-
ing follow-up observations.28 

The dataset comprises a variety of images, including 
normal mammograms, and those with abnormal mammo-
grams depicting masses, calcifications, architectural dis-
tortions, asymmetries, and images with multiple finding.13 

Calcifications are prominently represented in this database 
(71%), mirroring real-world trends,29 where they constitute 
the most frequent observations in mammography.27,28 Ap-
proximately half of females have benign breast calcifica-
tions on mammography.30,31 The distribution of charac-
teristics such as imaging view (CC or MLO) and type of 
abnormality are described in supplementary tables 2 and 3. 
Breast abnormalities were categorized using the BI-RADS 
classification system. 

The ROIs in the dataset are delineated using contour 
points specified in an XML (Extensible Markup Language 
(XML) file. Annotations for the contour of the pectoral 
muscle are provided. 

The dataset contains detailed information for each 
mammogram, including the patient’s age at the time of 
imaging, family history, ACR breast density, and BI-RADS 
classification. Biopsy results are available specifically for 
cases categorized as BI-RADS 3, 4, 5, and 6. Instances was 
not subjected to biopsy are categorized as benign. Breast 
density is a crucial characteristic, with dense breasts pre-
senting challenges in mammography. Each image in our 
database included density information measured on the 
ACR standard scale (Supplementary table 4). 

The revised image dataset is valuable for research and 
practical medical applications, particularly in educational 
settings. Its meticulous annotations represent a significant 
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enhancement over existing databases; however, its small 
size limit this improvement. 

This improvement can inspire computer vision re-
searchers to create more precise methods for lesion char-
acterization and enhance the effectiveness of detection and 
malignancy classification algorithms. Although the 
dataset’s wide variety of images poses a challenging task, 
it is crucial for the development of more robust computer-
aided diagnosis (CAD) systems.27 

MAMMOGRAPHIC IMAGE ANALYSIS SOCIETY 
DATASET 

The Mammographic Image Analysis Society (MIAS) dataset 
is a publicly accessible collection of digital mammogra-
phy.32 Originally introduced in 1994 by a center in the 
United Kingdom. MIAS includes a diverse range of mammo-
grams, varying in size from small images of 1600 × 4320 to 
extra-large images of 5200 × 4320 pixels. The dataset con-
sisted of 322 mammogram images for 161 patients, in only 
one view (MLO) for both breasts right and left (Table 1). 

The dataset is well-annotated and comes with a CSV file 
reporting the type of diagnosis as either benign or malig-
nant. It divides images based on tissue density into fatty, 
fatty-glandular, or dense-glandular. Additionally, abnor-
malities are further classified into categories such as cal-
cifications, masses (either well-defined, spiculated, or ill-
defined), architectural distortion, asymmetry, and normal 
findings. Additionally, the dataset offers x- and y-image 
coordinates pinpointing the center of abnormalities, along 
with the approximate radius of a circle surrounding the ab-
normality. 

When dealing with calcifications, the focus on the center 
locations and radii shifts from individual spots to the entire 
cluster. If calcifications appear dispersed over the entire 
image rather than localized, the standard approach of 
marking center locations and radii is abandoned, as it be-
comes irrelevant. All images are provided in Portable Gray 
Map (PGM) image format. Unlike the DICOM format, which 
is specialized for medical imaging, the PGM format is a 
storage format for grayscale images that is characterized 
by its simplicity, as it is designed to be easily interpretable 
and modifiable by software. However, it lacks the function-
ality to manage medical data which makes it less applicable 
these days when more complex and data-rich formats are in 
demand. 

The dataset has a processed form called the Mini-MIAS 
database32 which has undergone various modifications, as 
well as clipping or padding, resulting in a standardized size 
of 1024 × 1024 pixels for all images. 

One of the main limitations of using MIAS is that it is 
outdated since it was provided 20 years ago,33 along with 
the imbalance distribution, 209 normal, 62 benign and 51 
malignant images. Furthermore, the images are only in one 
breast view (MLO), lacking the CC view (Supplementary ta-
bles 2 & 3), which limits its scalability and raises the risk 
of overlooking lesions. However, the MIAS and Mini-MIAS 
datasets are still being used actively in research to train and 

evaluate various machine learning and deep learning algo-
rithms for detecting breast cancer.34‑37 

CHINA MAMMOGRAPHY AND MASTOPATHY 
DATASET 

The China Mammography and Mastopathy Dataset 
(CMMD) is an open-access dataset of mammography im-
ages.38 It was generated from two hospitals in China, the 
Sun Yat-sen University Cancer Center in Guangzhou, and 
the Nanhai Affiliated Hospital of Southern Medical Univer-
sity in Fushan, between July 2012 and January 2016, in-
cluding more than 3700 mammograms from 1775 patients 
(Table 1). The images were stored in 8-bit grayscale in the 
DICOM format covering both CC and MLO views, with a res-
olution of (2294 × 1914) pixels.38,39 

CMMD is divided into two subsets, CMMD1 and CMMD2. 
CMMD1 contain both benign and malignant images from 
1026 patients (2214 images). CMMD2 include only malig-
nant breast cancer images, but with more detailed molecu-
lar subtypes from 749 patients (1498 images). A unique fea-
ture of the CMMD dataset is that all included images were 
biopsy-confirmed cases.38,40 

The image classification of the dataset included a thor-
ough examination of each image by two experienced radiol-
ogists. The procedure began by selecting images of patients 
with breast lesions. These were then clinically assessed 
based on the MLO and CC views (Supplementary tables 2 & 
3). Subsequently, biopsies were performed, and a patholog-
ical diagnosis was established. The last part involved eval-
uation of the surgical specimens by immunohistochemistry 
(IHC) to confirm the origin of the tumor and to determine 
the molecular subtypes for each case. 

Each image carries a unique ID, structured as D1-0001 
for CMMD1 and D2-0001 onward for CMMD2. Details such 
as the image side ( right or left), the patient’s age, and 
the nature of the abnormality (whether it is a calcification, 
mass, or both) were reported for all images in an excel 
(xlsx) file. In CMMD2, molecular subtypes (Luminal A, Lu-
minal B, HER2-enriched and Triple-negative) were also re-
ported. The authors of the CMMD dataset acknowledge cer-
tain limitations, such as a relatively modest sample size 
and the absence of marked ROIs.38 However, the CMMD 
dataset is notable for its detailed pathological evaluation 
and immunohistochemical data. These features combined 
with high-resolution imaging make it a valuable resource 
for advancing breast cancer research and computer aided 
diagnosis.39‑41 

BREAST IMAGING MEASURES 

The region of interest (ROI), a popular term in image 
datasets, refers to an area within an image, in our case 
a mammogram image, which contains the most important 
features for the analysis, diagnosis, or management. It is 
identified either using center coordinates with a circular ra-
dius surrounding it or by using contours that outline the 
ROI.42,43 A binary mask is defined by two-pixel values; the 
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first is usually 0, which represents the background, whereas 
the second value (1 or 255) marks the ROI. This increases 
the accuracy of AI models and reduces the time and com-
putational power required. Retrieval performance in large 
databases can be improved with the use of ROI-based fea-
ture extraction along global features of the images, which 
are shown to be more effective in reflecting image-(or pa-
tient-) specific interests.42 

SUMMARY 

While CBIS-DDSM dataset is well-documented, large size, 
with high resolution and ROI masks, it lacks information 
about the age. Offering these advantages made it a common 
choice for many researchers, thus it has been used in over 
70 studies, with great accuracy, precision, and area under 
the curve (AUC). CBIS-DDSM is suitable for training and 
validating deep-learning algorithms for various tasks in 
breast cancer detection and diagnosis. Researchers can uti-
lize this dataset to develop computer-aided detection sys-
tems capable of accurately identifying and classifying ab-
normalities, such as masses and calcifications. The 
availability of ROI masks makes them particularly useful for 
studies focusing on precise lesion segmentation and feature 
extraction, leading to improved diagnostic accuracy. 

Mini-DDSM dataset is of small size and each image 
comes with age information; however, its small size may 
make not representative and hard to train on, making it 
susceptible to overfitting. However, it is well documented, 
it is not documented as good as CBIS-DDSM. The absence 
of ROI masks along with limited documentation made it not 
a common choice for researchers. Researchers interested in 
age-related analyses or age-prediction models can leverage 
this dataset to train and validate their algorithms. However, 
its small size may pose challenges for generalizability, and 
researchers should be cautious about overfitting when us-
ing this dataset for model training. 

The use of INbreast dataset is very limited due to its 
small size; however, it can be used to evaluate your model 
performance trained on larger datasets. Researchers can 
use this dataset for comparative studies, comparing the 
performance of their models against those trained on larger 
datasets such as CBIS-DDSM or MIAS. 

Although MIAS dataset was modestly used in the liter-
ature, it has small size and one view (MLO) only. The use 
of one view to train a model, which deprived it of essential 
features can be learnt from CC view. Furthermore, it is an 
old dataset generated 20 years ago, with imbalanced data. 
Despite its limitations, MIAS dataset can still be useful for 
training and testing basic machine-learning algorithms for 
breast cancer detection. Furthermore, it can be leveraged 
for educational purposes, such as dealing with imbalanced 
data, and comparing and observing the various techniques 
to deal with imbalanced data and identify the most effec-
tive method. 

CMMD dataset comes with a high-quality images, biopsy 
confirmed lesions, and along with molecular subtyping; 

however, it lacks the ROI masks. CMMD is well suited for 
research focusing on personalized medicine and subtype-
specific analyses. Researchers interested in developing sub-
type-specific diagnostic models or investigating the mol-
ecular characteristics of breast cancer could benefit from 
this dataset. Despite the absence of ROI masks, the com-
prehensive clinical information provided by each image en-
hances its value for translational research and clinical deci-
sion making. 

In conclusion, open-access mammography databases 
play a crucial role in advancing the research and improving 
breast cancer detection and diagnosis with the aid of arti-
ficial intelligence. The availability of diverse datasets, such 
as CBIS-DDSM, Mini-DDSM, INbreast, MIAS, and CMMD, 
facilitates the training and validation of AI algorithms, en-
abling the development of more accurate and efficient com-
puter-aided diagnosis systems. Although each dataset of-
fers unique advantages and challenges, their collective 
contribution to breast cancer research is undeniable. Con-
tinued efforts to expand and enhance open-access data-
bases, coupled with advancements in AI technologies, hold 
great promise for improving breast cancer screening, di-
agnosis, and ultimately patient outcomes. Collaboration 
among researchers, healthcare providers, and database cu-
rators is essential for harnessing the full potential of open-
access mammography databases in the fight against breast 
cancer. This review included all open-access mammography 
datasets available without prerequisite registry, like OMI-
DB dataset which are out of the scope of this study. 
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